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Elon Musk’s purchase of Twitter has stirred controversy over the platform’s moderation policies and ability to effectively combat
hate speech. While previous studies have explored hate speech on Twitter following Musk’s purchase of the platform, a longitudinal
comparison between the two eras of ownership has not yet been conducted. This study implemented a quantitative, comparative
analysis to examine the change in the prevalence of hate speech across anti-LGBTQ+, anti-immigrant, xenophobic, and misogynistic
speech. An existing lexicon of hate speech was used to implement a binary system of classification: a tweet would be considered
hate speech if it contained one or more words present in the dictionary. Through analysis of a sample of the 50,000 most-liked
tweets flagged as hate speech, it was discovered that the sample of tweets released after Twitter’s change in ownership (after
October 27, 2021) constituted 54% of the dataset. The remaining 46% of tweets were thus from the earlier time period; the
difference between these proportions was determined to be statistically significant. These results suggest an upwards trend in
hate speech on Twitter that is possibly correlated to Musk’s ownership of the platform. Policies under Musk’s administration
therefore may have contributed to the trend, or his personal political views may have influenced the user base. Future research is
encouraged to corroborate these findings by improving on this study’s methodological limitations (i.e. more sophisticated hate
speech detection) and to evaluate a more concrete relationship between changes in policy and politics and hate speech trends on
Twitter.

INTRODUCTION

Twitter, also known as X, has had a tumultuous political
history throughout its lifespan, receiving frequent condemnation
from both the left and right concerning its Terms of Service,
algorithm, and administrative principles. The issue worsened on
October 27, 2022, when Elon Musk sparked global controversy
by purchasing Twitter.

Musk stated that he intended to make sweeping changes
to Twitter over the course of his tenure as owner, including
reinstating accounts that were banned for violating the platform’s
Terms of Service and promoting his belief in “free speech
absolutism.” Though Musk did not clarify his personal belief
in the meaning of the term, a free speech absolutist is typically
a proponent of unregulated free speech regardless of its
potential consequences. Supporters of Musk have argued that his
ownership of the platform has ushered in a new era of productive
discourse wherein individuals across the political spectrum can
freely debate their ideas. Some, however, have countered that
Musk’s permissiveness of all forms of speech has created a
climate ripe for far-right radicalism, which typically manifests
in the form of hate speech. The purpose of this study is to
investigate if this conjecture has been exhibited in a meaningful,
quantitative trend in hate speech on Twitter.

There exists several academic definitions of hate speech, but

most tend to share certain common criteria. Going forward,
mentions of hate speech will refer to the definition provided
by Lewandowska-Tomaszczyk et al.: “The act of humiliating
individuals or groups by resorting, usually explicitly, to offensive
expressions addressed at communities that are [perceived as]
weaker or inferior in terms of cultural/social properties”1.
Similarly controversial is the definition of the far-right (also
referred to as right-wing extremists or the extreme right), but
members of this group are typically described as possessing a
belief in the superiority of one group over another along racial
or ethnic lines and supporting an extreme form of nationalism
either for one nation or a group of nations (oftentimes
Europe)2. The far-right does not refer to a single political
ideology but encompasses several similar frameworks, including
fascism, ultranationalism, and traditionalism. Though members
of groups that are typically considered institutionally or socially
marginalized can hold far-right beliefs against majority groups,
it is far more common for the inverse to occur. Mentions of
the far-right in this paper will thus unilaterally be referring to
far-right individuals whose interests align with majority groups.

Since Musk’s purchase of Twitter, many changes have been
made to the platform’s moderation and hate speech prevention
policies. Only a few months after the purchase of the platform,
Musk disbanded Twitter’s Trust and Safety Team, which was
responsible for advising the administrators of Twitter on issues
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of hate speech3. The platform’s Terms of Service were also
changed to preclude deadnaming as a form of hate speech4.
Deadnaming is the act of referring to a transgender individual
by a name other than their preferred name (typically the one they
held before transitioning). Moreover, the shutdown of the Twitter
API in 2023 made data collection on the site significantly more
difficult and therefore led to the suspension of over 100 studies.
These alterations to the platform’s administration all most likely
contributed to a rise in hate speech to some extent. Several
confounding variables could nonetheless have contributed to
any change that may be observed on Twitter. Changes in societal
acceptance of hate speech may be more responsible for the
change than Musk’s ownership. Furthermore, higher regulations
of hate speech on other platforms could have pushed more users
to Twitter.

Though research into this subject has analyzed the rates of
hate speech on Twitter, no studies have considered a temporal
comparative analysis to determine if the platform’s change
in ownership affected the occurrence of tweets containing
hate speech. This paper seeks to fill this gap by answering
the question, “how have changes in Twitter’s ownership
longitudinally affected the prevalence of hate speech on the
platform?” To establish causality, this study will compare the
number of tweets featuring hate speech from a sample of 50,000
tweets collected over a two-year time span stretching one year
before and after Musk’s acquisition of Twitter on October 27,
2022. The proportion of tweets in the sample belonging to each
time period will then be subject to a statistical analysis. Whether
or not a tweet was made while Musk owned Twitter acts as the
independent variable. Though it cannot be definitively stated
that this is the only factor contributing to the relationship being
studied, Musk’s acquisition of Twitter is the primary difference
between the two time periods and thus any notable change will
be attributed to this event.

Should a noteworthy change in the occurrence of hate speech
be observed, this study will have confirmed that the results
of previous studies held true in a more longitudinal analysis.
Furthermore, it could provide useful information to Twitter
users and advertisers regarding current and future trends for
the platform in terms of demographics.

Literature Review

Online Far-Right Radicalization

The far-right has been active on the Internet since its creation,
but in the past decade its presence has become far more
widespread5. Compared to the far-left, terrorism conducted by
the far-right is far more common and is typically more motivated
by the Internet6’7. Conway et al. identified 2016 as the year
with the greatest uptick in far-right content online, attributing
the change to the 2016 U.S. election, the Brexit movement, and

the Syrian refugee crisis8. Berger found that the prevalence of
white nationalist Twitter accounts increased sixfold between
2012 and 2016, a datapoint which Greene would attribute to the
far-right’s use of “new media and ironic or satiric communicative
styles”9’10. Hagen suggests this is largely due to the Internet’s
“fast-paced attention economy,” which causes Internet users to
focus primarily on the most direct, humorous, or entertaining
content11.

Proponents of far-right ideology take advantage of this by
using humor that often includes outwardly offensive stereotypes
presented as jokes12. Many far-right posts also contain “dog
whistles”—statements that seem harmless to the broader
population but hold a second meaning to other members of
the far-right11. Several examples of dog whistling are present
in the lexicon of the far-right; some far-right extremists, for
example, may refer to themselves as “racialist” or “alt-right” to
disassociate from the mainstream view of the term “far-right”2.
Memes themselves may also be dog whistles: one example is
the “Pepe the Frog” meme which was conceived on the social
media platform 4Chan to promote far-right beliefs13. As the
meme gained more mainstream popularity, however, it became
too large for Internet users to truly associate it with its far-right
origins, showing a potential mechanism by which far-right dog
whistles can be converted into standard speech.

Disinformation or “fake news” is another element of the
extreme right’s radicalization strategy14. Disinformation is
misleading or outright incorrect information that is deliberately
spread, often to serve an agenda of some kind15. When presented
with disinformation, most people typically accept it as truth
rather than investigating further to ensure its validity16; as
such, the far-right will often use disinformation regarding public
health and social issues as convincing radicalization material17.

While much research has inspected the qualitative nature of
far-right action online, quantitative investigations into the data
have neglected certain factors that are necessary to understand
the totality of the far-right’s presence. Many investigations
have focused on specific subgroups of the far-right that do not
provide insight into the trend of the overall movement, such
as Díez-Gutiérrez et al.who investigated Latin American far-
right movements, Arcila-Calderón et al.who examined Twitter
responses to the European migration crisis, or the Center
for Countering Digital Hate which examined anti-LGBT hate
specifically on Twitter18’19’20. Hate speech is intersectional in
the sense that it includes disparagement towards a variety of
groups . This paper will consider all of these various facets to
provide a comprehensive investigation into each aspect of hate
speech rather than just one category.

An understanding of hate speech on the Internet as a whole is
necessary to be able to more specifically dissect how it might
manifest on Twitter. Though hate speech on Twitter may not
necessarily reflect the same hate speech trends as the rest of the
Internet, it is more than likely to adopt certain characteristics
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of it. For a more detailed analysis of hate speech specific to
Twitter, a review of the platform’s past and current policies on
the subject is provided below.

Twitter’s Management and Views on Hate Speech

Prior to 2022, Twitter’s policy on far-right content was relatively
strict and primarily concerned with preventing the spread of
disinformation. On December 18, 2017, Twitter banned many
accounts associated with the far-right, including large public
figures like Richard Spencer who was one of the founders
of the extremist “alt-right” movement20. Even still, various
governmental organizations including the British House of
Commons Home Affairs Committee insisted that Twitter take
“significantly more action to remove illegal and extremist
content. . . ” after the bans21. Amidst the COVID-19 pandemic
and 2020 U.S. presidential election, Twitter began refining
its policy towards disinformation22. Discourse surrounding
COVID-19 vaccines exploded in prominence during this time
and remained a large issue on the platform thereafter23.
While Twitter left many posts containing disinformation
online, they did introduce the “Birdwatch” feature, now
called Community Notes, to create a crowdsourced method
of combating misinformation by allowing moderators to leave
messages containing context under questionable Tweets24.

In Fall of 2022, Elon Musk purchased Twitter and instantly
made clear his intentions to rework the platform’s moderation
policy. He stated that he considered himself to be a “free
speech absolutist,” a term used to refer to someone who
supports any kind of speech so long as it does not amount
to harassment or otherwise threatening speech against specific
individuals25’26. Musk also announced his intentions to unban
several accounts previously banned for offensive speech25. The
Center For Countering Digital Hate found that many of the large
unbanned accounts propagated bigotry on Twitter and, in so
doing, generated considerable ad revenue for Twitter20. They
also later found that anti-LGBT rhetoric was prominent in the
months following the change in ownership20.

Musk has drifted further right throughout his tenure as CEO.
In November 2023, he replied to an anti-Semitic post which
stated that Jewish communities were pushing “dialectical hatred”
against whites by stating “You have said the actual truth”27. He
has also repeatedly agreed with conspiracy theories regarding
the Democratic party28. These relatively recent developments
in Musk’s political stances may reflect a substantial shift in the
quantity of hate speech on the platform in combination with his
original purchase of Twitter. More generally, no longitudinal
analysis has been conducted on Twitter’s density of hate speech
following Musk’s purchase of the platform with the goal of
correlating it to the change in ownership.

METHODOLOGY

The preliminary hypothesis for this research process was that
a substantial increase in the amount of hate speech would be
found following Musk’s purchase of the platform. In order to
best determine the accuracy of this statement, a quantitative
comparative analysis was conducted on a sample of tweets.
The most effective way to collect a large number of posts for
analysis was through the use of a data scraper, which is simply
any tool that can gather a large set of data from a website fairly
quickly. Initially, tweets were to be collected using a data scraper
called SNScrape, which returns a list of all tweets matching a
given search query. Changes to Twitter’s servers during April
2023 required that an account be created to view tweets29,
however, rendering SNScrape unusable as it accessed tweets
without the use of an account. Fortunately, another project based
on SNScrape titled TWScrape was released shortly after this
issue arose and functions similarly, although less efficiently.
TWScrape uses accounts provided by the user to view and store
tweets with a similar setup to SNScrape.

For this study, ten accounts were created to use TWScrape
to collect tweets from October 27, 2021 to October 27, 2023.
Accounts were created using a naming convention that followed
the pattern apresearch0001, apresearch0002, etc. This date range
was chosen because it extends one year before and after Musk’s
purchase of the platform on October 27, 202225, providing an
equal period of time both before and after. It is long enough
to supply an accurate representation of the hate speech climate
before and after the purchase of the platform.

Distinguishing hate speech from other forms of offensive
language is a complicated subject considering no definite
boundaries existing between different forms of speech21.
Papcunová et al. suggest a relatively elaborate system of
classification is necessary in order to properly determine the
extent to which a statement can be classified as hate speech,
which is reflected in many articles’ use of hate speech detection
algorithms rather than manual determinations30. Alkomah &
Ma outline various types of hate speech detection methods, the
most prominent types being lexicon-based models that refer to
a set of key terms associated with hate speech and machine
learning models that use neural networks to artificially create
hate speech indicators31. One fact of many hate speech detection
models is that they use a binary classification, considering a
sample to be either hate speech or neutral32. Though this may be
considered a weakness in some cases, it provides a delimitation
to allow for concrete, quantitative analysis.

Though machine learning hate speech detection methods
were considered, this study ultimately implemented a lexicon-
based model due to its simplicity and generally accurate
performance21. This approach involves referring to a pre-made
lexicon of offensive terminology and filtering posts to only
return those containing terms present in the lexicon. Bassignana
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et al. provided four lexicons that were used in this study: a
lexicon of anti-immigrant speech, misogyny, and xenophobia,
and an additional lexicon of general insults33. Any terms
included in the insults list that were also present in the more
specific hate speech lexicons were removed from the dataset
because they could include derogatory language that is not
necessarily targeted against social minorities.

Each of these datasets were then transformed into the format
of a Twitter search query by inserting “OR” between each
term and surrounding each term in quotation marks. Because
the Twitter search feature has a limit of 512 characters, the
“misogyny” and “xenophobia” queries initially returned no
results when entered into the Twitter search bar. Both were
manually shortened to fit within the character constraints,
which included removing some of the terms. Duplicate terms
were removed first, followed by terms that were considered
to be “archaic” or “dated” by the Oxford dictionary34. The
xenophobia query needed to be shortened further after this
process was applied, so each term was tested individually in
the Twitter search and those that returned the fewest results were
removed from the query.

Because the aforementioned study did not provide a lexicon
for bigoted terms directed against the LGBTQ+ community,
the search query from the Center for Countering Digital
Hate’s article “Toxic Twitter” was adapted to collect tweets
including such language20. A section of the query that removed
results relating to gay marriage was removed. In the original
“Toxic Twitter” study, these tweets were excluded because the
researchers were searching only for posts that included hate
speech associating the LGBTQ+ community with pedophilia
or grooming. For the purposes of this study, including results
relating to gay marriage served to provide a more broader
analysis of the totality of anti-LGBTQ+ speech. Any slurs in
the query were used as an immediate indication of hate speech,
whereas previously they would also have to be used in a tweet
that contained a term associated with grooming or pedophilia.

Each term in each of the four queries was individually tested
to assess how accurate the terms were in returning actual hate
speech. Terms that yielded a considerable amount of Tweets that
were not manually determined to be hate speech according to
the definition provided earlier in this study were omitted. This
mostly included double entendre, such as the term “savage”
from the xenophobia query. The phrase “NOT (republican
or conservative)” was added to each query to remove results
that mentioned conservatives because most posts containing a
reference to these groups were criticizing bigoted speech, not
supporting it. Additionally, a minimum like count of ten was set
for the posts collected. Because later analysis would largely be
influenced by the collected tweets’ like counts, it was beneficial
to only consider posts with at least ten likes to produce greater
variance in the number of likes for each tweet. Tweets with
over ten likes typically are more likely to accumulate a greater

number of likes with time as they are viewed by more people,
whereas the opposite is generally true of tweets with less than
ten likes. The search term “lang:en” was finally appended to the
end of each query to only include results in English.

Tweets were gathered over a three-day period from March 7,
2024 to March 10, 2024. Initially, a single search over the two-
year period of analysis was to be used for each category in the
study. It later became apparent however that Twitter only allows a
date range of up to seven days. For this reason, a set of the top 40
posts for each search query was collected for each day between
October 27, 2021 and October 27, 2023. Due to inaccuracies
in the TWScrape tool, a range of tweets was collected each day
rather than a specific number, totalling to about 30-50 posts
per day. Additionally, TWScrape inadvertently produced some
duplicate tweets that were removed from the dataset.

Because of the aforementioned limitation of TWScrape, the
second time period initially had 8059 more tweets than the first
time period. To account for this, 8059 posts were removed at
random from the dataset. After this change, there was an equal
distribution of posts from before and after the change in Twitter’s
ownership.

RESULTS

In total, 88,572 tweets from October 27, 2021 to October 27,
2023 were collected. 44,286 of these posts originated from
the first year of analysis and the remaining 44,286 came from
the second year of analysis. A comparison based on rate of
occurrence could not be made between the two samples while
they contained an equivalent number of posts. To remedy this,
the two datasets were merged into a single list of 88,572 tweets.
This list was then sorted by amount of likes, and the 50,000
most liked tweets of the dataset were chosen for analysis.
Through this procedure, a comparison could be conducted
between the proportion of tweets from each dataset that were
considered popular enough for inclusion. In other words, should
the resulting 50,000 tweets contain more posts from the second
time period than the first to a statistically significant degree, the
hypothesis would be confirmed. This analysis thus considers
both user engagement and rate of occurrence.

A program written in the Python programming language was
used to collect and organize the data shown in Table 1. A two-
proportion z-test was used to evaluate the statistical significance
of the data shown, with each category of hate speech being
expressed as a proportion out of the overall total of tweets. This
provided an accurate representation of the number of tweets that
were liked enough to be considered relevant for analysis.

The results from Table 2 show the calculated p-values for
each of the four hate speech categories analyzed and the total
sample of tweets. Note that a p-value less than or equal to p =
0.05 indicates a statistically significant difference between the
two proportions. The only category to not display a statistically
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