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Wordle is a game where the player must guess a secret word within 6 chances. With each guess, the player obtains information in
the form of a pattern, which shows how close the guess is to the secret word. The goal of the game is to guess the secret word with
as few guesses as possible, and the most efficient way to solve this game is through an algorithm. Given that we are dealing with
observations and a limited space of possibilities, we can use the idea of entropy, which is the average expected information gain
from each guess. Along with entropy, we can use other ideas to add to the algorithm, which not only improve the success rate
of the algorithm but also minimizes the average number of guesses it needs to guess the secret word. This paper introduces the
mathematical background using information theory, formally defines the problem and explains the rules of the game, and proposes
an algorithmic solution which was developed using Google Colab. It also discusses how the algorithm is implemented in python as
well as in-depth explanations for each section of the code, as well as how one could use these learnings to improve human strategy
for playing the game as optimally as possible. As for testing the algorithm and its performance, thorough testing was conducted on
the multiple versions of the algorithm, using all of the possible answer words which are used for the game. The performance of the

algorithm has also been discussed in detail, providing key insights as well as what could be done to improve it further.

Introduction

Motivation: My motivation to write this research paper and
implement an algorithmic solution of my own was not only
to explain the fundamentals of information science to a broad
audience in a concise and straightforward manner, but also to
further explore the applications of information theory with a
formal definition of a puzzle such as wordle, by developing an
algorithm to achieve better performance compared to existing
solutions.

Research Questions: The specific research question I aim
to explore is how can we use concepts in information theory
such as entropy to solve wordle as optimally as possible? From
my research, I have found that using entropy is one of the best
and simplest ways to tackle this problem in a systematic man-
ner. Therefore, I would like to explore solutions based on this
research which could be used to improve human strategy. I in-
tend to justify this by comparing my results with those of other
strategies. I plan to observe what can be done to improve this
strategy further.

Defining the Problem: Wordle is a game where the player
must guess a mystery 5-letter word, and they have 6 chances to
do so. After each guess, the player is provided with information
about the guess in the form of a pattern of colored squares,
which shows how close that guess was to the final answer. For
example, if the secret word was, “TRAIN”, and the guess was
“CRANE”, the corresponding response would be “BGGYB”,
where ‘B’ represents a black square, ‘G’ represents a green
square, and ‘Y’ represents a yellow square. A black square

means that letter is absent from the word, a green square means
that letter is present in the word and is in the correct position,
and a yellow square means that letter is present in the word but
in the wrong position. Sometimes, tricky scenarios can arise
where the guess may have 2 instances of the same letter, but the
secret word has only one instance of that letter. If one of those
instances is in the correct position, the other instance of that
same letter will simply be marked as a black square. However,
if neither of the two instances are in the correct position, the
first instance will be marked as a yellow square and the second
will be marked as a black square. For example, if the secret
word was “ARISE” and the guess was “RADAR?”, the according
response would be “YYBBB”, where only the first instances of
the letters R and A are marked yellow, and the second instances
of those letters are marked as black, because the secret word
only contains one instance of each of those letters. The goal
of the game is to try and guess the answer in the least possible
number of guesses.

Wordle is a good example of how we can use information
theory, and more specifically entropy to design a strategy to play
a game as optimally as possible. In simple terms, entropy is
the measure of how informative an observation is with respect
to achieving the final goal, but the topic of entropy will be
discussed in more detail later.

Literature Review

In this section, I will be discussing some of the existing so-
lutions to the wordle problem including determining the best
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starting words using character statistics, and combining rank
one approximation with latent semantic indexing.

A. Selecting Starting Words Based on Character Statistics

The objective of Ninansa de Silva’s work [2] is to determine
the best set of the first 3 guesses covering 15 unique characters
in Wordle by using character statistics. The methodology is as
follows:

* Obtain the official list of words which are valid guesses
that are accepted by wordle.

* Initialize and populate a character frequency map, which
maps each character of the alphabet to how frequently it
occurs in the list of words.

¢ Derive another subset of words from the main list of words
that contain no repeated letters.

* Define a word value map, which maps each word to a value
based on the character frequencies of the letters in that
word.

* Define a function for word overlap which outputs a Boolean
value depending on whether there is at least one letter
common between two candidate words.

¢ Define a function that returns a list of the best words, mean-
ing the words from the word value map which have the
highest values.

* Define another function which simplifies the list of best
words that was just created. It does this by removing words
from the list which have any letter overlap with the first
element in the list (best guess), and keeping the rest.

* Define the filtered word value map, which is filtered based
on a given word such that the word value map contains
only the words which don’t have letter overlap with the
given word.

* Define a candidate processing function which returns sets
of 3 words that have the highest word values and have no
overlap (15 unique letters).

The results obtained from this methodology are as follows:
Best set of first three guesses: ‘AESIR’,DONUT’LYMPH’
Best set of first three guesses with more common words:
‘RAISE’,CLOUT’ NYMPH’

This work was successful in that these sets of starting words
guarantee a very high chance of success for any player that uses
them, although it may not be the most optimal way to solve the
game.

Table 1 Calculated Character Frequencies

Character Frequency Character Frequency
A 0.1124 N 0.0546
B 0.0268 (¢ 0.0653
C 0.0330 P 0.0263
D 0.0355 Q 0.0015
E 0.0994 R 0.0648
F 0.0147 S 0.0754
G 0.0236 T 0.0491
H 0.0290 8] 0.0399
J 0.0661 \Y% 0.0114
K 0.0057 w 0.0135
L 0.0224 X 0.0042
I 0.0556 Y 0.0314
M 0.0318 zZ 0.0069

B. Rank one Approximation

The work done by Michael Bonthron[3] proposes a solution to
solve wordle optimally by converting a word to a column vector
and combining a rank one approximation and latent semantic
indexing to a matrix representing the list of possible solutions.
The methodology is as follows:

1. » Each word can be represented using a vector that has 26
rows and 5 columns, with each row representing each letter
in the alphabet, and each column representing the position
where that letter occurs in the word. This structure can then
be converted to a 130 * 1 column vector by stacking each
of the columns on top of each other.

2. A 130 * n matrix can then be used to represent n words
which are all 130 * 1 column vectors.

3. Rank one approximation is performed on this matrix, and
the result is a column vector that best represents this matrix.
Latent semantic indexing can then be used to find the col-
umn from the original matrix which is closest to the result
we got from rank one approximation.

4. Latent semantic indexing works by taking a query vector
and sorting a set of vectors based on their similarity to this
query vector.

Applying this to Wordle:

* A list of possible answers is created based on the informa-
tion obtained from a guess. This is done as follows. For
each answer in the current list of possible answers, check
if the pattern obtained from that answer and the guess is
the same. If the two patterns match, then that word is
still a possible answer, otherwise that word can safely be
eliminated from the list of possible answers.
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¢ each of the words in the list to a column vector, and com-
bine all of the column vectors to create a matrix.

* Perform rank one approximation on the matrix, and use the
result of the approximation as the query vector for latent
semantic indexing.

* Asaresult, we obtain the word which is most representative
of the list, and we use this as our guess.

* Repeat this process until the secret word is guessed.

The results for this methodology are are presented in Table:

Observations:

* Letter location is simply the order in which the letters are
placed in the word.

* Considering the letter location results in a lower average
number of guesses- this may be because certain letters may
occur in particular positions in the word more often than
other positions.

* “SLATE” seems to be the best starting word for both meth-
ods.

This work was able to achieve a systematic solution to the
Wordle problem with a relatively low average number of guesses
at 4.04, but it is at a disadvantage because it cannot distinguish
between words that are simply considered as valid guesses and
words that are actually possible answers.

Contribution

The objective of this paper is to explain the fundamentals of
information theory to a wide audience in a simple and con-
cise manner, as well as testing the boundaries of algorithmic
solutions to wordle that involve entropy. I have written and
published my own code for this algorithm as open-source, with
clear comments that explain what each part of the code does,
so that it can also be used as a tool for learning along with this
paper. The paper is organized as follows, First it provides a for-
mal definition of wordle as a math problem, then it describes the
implementation of my algorithm including explanations for each
function, moreover it describes the tests that were conducted
as well as the code used for those tests, Section V reports the
results from the tests, and finally it provides discussion for those
results.

Problem Formulation

This section aims to formally define the wordle problem as a
math problem. It is as follows:

¢ Obtain a word list G, which contains all 12972 words (the
official list) which are accepted as valid guesses by wordle.

¢ Obtain a second word list A, which contains all 2315 words
that are the possible secret words (a subset of G).

 The goal is to maximize the information gain(entropy) from
each guess, the formula for which is shown in Equation 1
below:

H(X) = Z P(x) X LG (

xeX

1
7))

Assumptions:

* The algorithm will operate based on the knowledge that
only 2315 out of the total 12972 words are actual answers,
meaning that it knows which words are not possible an-
swers, and it can hence exclude those from the initial space
of possibilities.

* The algorithm considers each of the 2315 words in A
equally likely to be an answer, even though some words
may seem more common than others.

» After an answer has been guessed, the algorithm doesn’t
exclude that answer from the space of possibilities for the
next round of wordle; it starts with the same initial list of
words for each round.

Algorithm and Implementation

This section describes the details of implementation of the algo-
rithm, which was written in Python on Google Colab.

First, we need to import a few libraries which will be used
later, and define our answer list and guess list, which we can get
from GitHub:

Pattern function

In order to “play” wordle, we need a function which will return a
color pattern when given a secret word and a guess word. Figure
II below shows the code for that function.

The following describes how the function works:

 The function takes two parameters, secret and guess, and
returns a pattern.

* Both the secret and guess are converted from strings to lists
using the list() function, which makes it easier to compare
the individual letters in them.
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